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Abstract

The standard process of data science tasks is to pre-
pare features inside a database, export them as a
denormalized data frame and then apply machine
learning algorithms. This process is not optimal for
two reasons. First, it requires denormalization of
the database that can convert a small data problem
into a big data problem. The second problem is that
it assumes that the machine learning algorithm is
disentangled from the relational model of the prob-
lem. That seems to be a serious limitation since
the relational model contains very valuable domain
expertise. In this paper we explore the use of con-
 vex optimization and specifically linear program-
ming as a data science tool that can express most
of the common machine learning algorithms and at
the same time it can be natively integrated inside
a declarative database. We are using SolverBlox,
a framework that accepts as an input Datalog code
and feeds it into a linear programming solver. We
demonstrate the expression of three common ma-
chine learning algorithms, Linear Regression, Fac-
torization Machines and Spectral Clustering, and
present use case scenarios where data processing
and modelling of optimization problems can be
done step by step inside the database.

1 Introduction

As data science becomes more and more prevalent in
the industry, mathematical modelling languages, such as R and
Matlab, remain popular, but users also seek other solutions,
which will provide a declarative framework for defining ma-
chine learning algorithms and as well allow them to work on
data stored in relational databases. In the following sections,
we describe how the “say what you want to do and not how to
do it” concept of declarative paradigm can be applied to data
science problems via linear programming and LogiQL (an
extended version of Datalog used in the LogicBlox database
[Aref et al., 2015]).

Recent systems for large-scale declarative machine learn-
ing, e.g. SystemML [Ghoting et al., 2011], Mahout Sam-
sara [Lyubimov and Palumbo, 2016] and TensorFlow [Abadi
et al., 2016], focus on supporting a number of linear alge-
bra operators, which are common in building machine learn-
ing models, and techniques for optimizing plans consisting of
these operators. However, in real world problems data is not
given as a matrix or tensor, but as relational tables. These sys-
tems ignore the relational nature of data and require conver-
sion to matrices. Apart the tedious process of exporting/im-
porting data between a database and a machine learning sys-
tem, denormalization also results in losing important domain
information embedded in the relational representation. More-
over, the computation of the optimal parameters of the model
should still be described and implemented by the user, which
diverses from the concept of declarative programming. By
defining machine learning models inside a database with a
declarative language, such as LogiQL, casting them as linear
programs and then delegating their solution to an appropriate
solver, the user needs only to define the model and the objec-
tive function, as well as any constraints that may be useful to
the task. Moreover, the machine learning algorithm workflow
can include database queries. For example the user might
want to apply different regularization to data points that sat-
sify a complicated data constraint, which is not possible to
compute once the data is flattened.

We argue that linear programming is a convenient inter-
face of non-probabilistic machine learning to logical pro-
gramming. At a syntax level possible nonlinearities could
be expressed either with language directives or with logical
predicates, which a compiler will be able to rewrite to mathe-
atical expressions that can be passed to a lower level solver.
For example several nonlinearities can be automatically re-
laxed with rewritings and be processed by branch and bound
solvers or they can be converted to nonconvex equivalents. To
unify linear programming with logical programming, we use
the SolverBlox framework and demonstrate that we can ex-
press different classes of machine learning problems, which
can then be exported to the exact same format (.lp Gurobi)
and be handled by external solvers. SolverBlox can also be
extended to support more classes of optimization problems,
such as quadratic or SAT problems, which would eliminate
the need for rewritings.

The contributions of the paper are summarized below:

• A suitable interface for expressing deterministic ma-
cine learning algorithms on relational data, where the
user is able to define her model in a declarative manner
and get the solution by the system.

- A unified framework that combines data processing with expressing machine learning tasks, which allows users to build different models more easily, resulting in a more interactive way for doing data science.
- Implementation of three machine learning algorithms as linear programs and experiments with two use case scenarios, which demonstrate the ability to create more stable models using constraints.

2 Related Work

Large-scale systems for declarative machine learning, such as SystemML and Tensorflow, and big data frameworks, like Spark, require denormalized data, which have already been pre-joined to a universal relation, in order to be stored in matrices. Our work on expressing machine learning models with LogiQL and SolverBlox applies on relational data and therefore it is closer to languages that aim at expressing optimization problems in the relational context. RELOOP [Mladenov et al., 2016], LJava [Rizzolo and Roth, 2007], WOLFE [Singh et al., 2015] and Saul [Kordjamshidi et al., 2015] introduce domain-specific languages embedded in imperative languages, such as Java and Python, which enable users to express relational optimization problems. In these systems, relational data are either queried via common APIs or by using a set of abstractions that represent the relational data model. To a similar direction, the work by Kersting et al. [Kersting et al., 2017] introduces a logical programming variant of AMPL, which parameterizes arithmetic expressions with logical variables and enables to index expressions by querying a knowledge base. By modelling the optimization problem and then sending it to a solver, both these papers and our work follow the declarative paradigm of "model+solver", which is prominent in machine learning [Geffner, 2014], [Sra et al., 2011]. Linear programming has been proven to be very powerful since it can express deep learning networks [Bastani et al., 2016].

The main difference between the aforementioned work and our approach is that the systems above are still separate from the relational database engine, which means that the latter is not aware of the optimization process. Using SolverBlox, we demonstrate that the user can express optimization problems where the data lives and take advantage of LogiQL incremental evaluation. As a result each time data change in the LogicBlox database, the grounded instance matrix is not recomputed from scratch, but only the appropriate elements are modified. The solver is also triggered automatically to provide a new solution based on the updated data.

3 SolverBlox and LogiQL

LogiQL is a declarative language derived from Datalog [Maier and Warren, 1988], a deductive database query language [Abiteboul et al., 1995]. In LogiQL, rules based on first order logic are used to specify declaratively what the computation should produce (i.e., the logical structure of a program’s result), rather than step-by-step algorithmic details of how to compute it. A further level of abstraction, SolverBlox, is a framework for expressing linear and mixed integer programs with LogiQL.

With SolverBlox, the user can define predicates in LogiQL to represent the objective function and the constraints of the linear program, as well as other business logic. The SolverBlox framework goes beyond the usual semantics of Datalog by allowing the programmer access to a second order existential quantifier [Mancini, 2004] (the quantifier is second order because it quantifies over not over primitive values, but over predicates): for a predicate $x[i,j]=v$ which corresponds to the (indexed) variable $x_{ij}$ in a mathematical programming problem, the programmer need not specify a set of rules that describe its computation in LogiQL. Rather, she asserts that a predicate $x[i,j]=v$ exists such that it (a) maximizes the objective function and (b) satisfies all the model constraints, expressed as a set of integrity constraints [Ramakrishnan and Ullman, 1995] over $x$. It is at that point up to the SolverBlox implementation to find a predicate that satisfies those conditions.

Under the hood, the SolverBlox implementation creates a collection of LogiQL predicates that represent the typical triple of a vector $c$, a matrix $A$ and a vector $b$ used in a linear programming instance, as well as rules for populating these predicates.

This is a compile-rewrite step that results in a pure LogiQL program $P'$, which has the intended semantics of finding suitable values for predicates marked with `lang:solver:variable` such that the objective function is maximized. The program $P'$ also contains a call to a foreign function interface that at runtime marshals the contents of the predicates to an external solver, invokes the solver, and populates the predicate that stores the solution.

The process of going from a constraint based specification in LogiQL (as in our examples below) to the concrete problem instance $(c, A, b)$ is called grounding. The automatic synthesis of a pure LogiQL program that translates constraints over variable predicates into a representation that can be consumed by the solver is highly beneficial by the LogiQL evaluation engine in terms of query optimization and parallelization. Moreover, when the data in the LB database change, the program $P''$ is automatically re-executed by the system (part of standard LogiQL semantics) to update the instance (predicates matrix, bound, etc.), and re-invokes the external solver, updating the solution predicate. It’s important to note that these updates are evaluated incrementally, which means that the grounding logic modifies only the parts of the instance matrix that are affected by the changes of the input. The present system has the capacity to execute this process for any linear and mixed-integer programming problem expressed with the syntax described in section 4. More details of the process of grounding in SolverBlox can be found in [Aref et al., 2015].
4 Machine Learning Algorithms in SolverBlox

In this section we describe how we implement a number of machine learning algorithms as linear programs using SolverBlox. We include algorithms for two tasks, regression and clustering.

4.1 Linear Regression

When the objective function is the least absolute error, $L_1$ Linear Regression can be naturally expressed as a linear program, as displayed below.

$$\min_{i=1}^{n} \varepsilon_i$$

subject to $-\varepsilon_i \leq (\hat{y}_i - y_i) \leq \varepsilon_i$

On the other hand, $L_2$ Linear Regression that minimizes least square error cannot be solved with linear programming, as the objective function is quadratic. An approximation of $L_2$ Linear Regression can be defined as a linear program by multiplying the absolute error with an estimation of the error, as it is displayed below.

$$\text{error} = \sum_{i=1}^{n} w_i |\hat{y}_i - y_i|$$

where $w_i$ is the estimation of the error, e.g. the average error from previous iterations of $L_1$ Regression or just the error of the previous iteration. The equivalent linear program of this approximative program is the following:

$$\min_{i=1}^{n} \varepsilon_i$$

subject to $-\varepsilon_i \leq w_i (\hat{y}_i - y_i) \leq \varepsilon_i$

We now present how we express and solve these linear programs with LogiQL and SolverBlox. We showcase our implementation of Linear Regression on a data science problem from the retail domain, where we aim to predict the future demand of a SKU (stock-keeping unit) based on historical sales. Predictions are generated for each SKU, at each store and on each date of the forecast horizon.

The main components of SolverBlox programs are extensional predicates (EDB), intensional predicates (IDB) and language pragmas. As a result, the user will be able to print the values back to SolverBlox, which will populate the corresponding coefficient. Values of dot products and sums are indexed based on whether they concern SKU features, store features, day features or a combination of these. The error predicate stores the difference between the target value and the prediction, whereas totalError is the sum of all individual errors.

We then move on to defining IDB predicates for generating dot products between features and coefficients, as well as sums of these products and predictions for every SKU-store-day combination in the input data. In this case, features are binary so dot products are basically equal to the value of the corresponding coefficient. Values of dot products and sums are indexed based on whether they concern SKU features, store features, day features or a combination of these.

The absolute value of the error is expressed with two constraints that bound the error between two values. In SolverBlox, constraints are rules which consist of a conjunction of predicates on the left side and a mathematical expression between LogiQL variables (here we use the term “variable” to denote a LogiQL variable, not a variable of the linear program) on the right side.

We then define the types and arity of a number of predicates. Apart from primitive types, one can also define and use entities as types, similar to classes in Java or structs in C. `sku`, `store` and `day` are all entity predicates.

```logiql
observables(sku, str, day) -> sku(sku), store(str), day(day).

sku_coeff[sku]=v -> sku(sku), float(v).
brandCoeff[br]=v -> string(br), float(v).
Prediction[sku, str, day] = v -> sku(sku), store(str), day(day), float(v).
```

The absolute value of the error is expressed with two constraints that bound the error between two values. In SolverBlox, constraints are rules which consist of a conjunction of predicates on the left side and a mathematical expression between LogiQL variables (here we use the term “variable” to denote a LogiQL variable, not a variable of the linear program) on the right side.

The code will then be translated to a format supported by a solver, e.g. the Gurobi linear programming solver. The solver will compute the solution of the problem and send it back to SolverBlox, which will populate the corresponding predicates. As a result, the user will be able to print the values of the model parameters or access parts of the solution via

$1$ http://www.gurobi.com/products/gurobi-optimizer
queries in the same way as with any relation in the LogicBlox database.

### 4.2 Factorization Machines

In this section we implement Factorization Machines [Rendle, 2010], another regression algorithm, whose model functionality involves interactions between features. An important element of this algorithm is that the coefficient of an interaction is computed as a product between two vectors, which makes for a non-linear function.

\[
y = w_0 + \sum_{i=1}^{n} w_i x_i + \sum_{j=i+1}^{m} \sum_{k=1}^{n} b_{c_l[i,j]} \cdot x_i x_j
\]

where \( n \) is the number of features, \( k \) is the size of \( v \),

\[
w_0 \in \mathbb{R}, \quad w \in \mathbb{R}^n, \quad V \in \mathbb{R}^{n \times k} \quad \text{and} \quad <v_i, v_j> = \sum_{f=1}^{k} v_{i,f} \cdot v_{j,f}
\]

A simple way to create a linear model with feature interactions is to introduce a single weight for each one of them, as it is done with features. However, this would increase the number of features of the model considerably, especially with large amounts of training data.

Below, we present a linear approximation of the initial model that needs a reduced number of parameters for interactions. We start by assigning each interaction to a fixed number of buckets based on one or more hash functions. Then, we only need to learn weights for the buckets, whose number should be smaller than the number of interactions. The idea is that similar interactions would be assigned to the same bucket and as a result they would have the same weight. As this approach can result in conflicts, i.e. interactions that involve totally different features may be placed in the same bucket, we can use \( k \) hash functions and take the sum of bucket weights to compute the final coefficient of an interaction. The rewritten model function would be the following:

\[
y = w_0 + \sum_{i=1}^{n} w_i x_i + \sum_{l=1}^{k} \sum_{i=1}^{n} \sum_{j=i+1}^{m} b_{c_l[i,j]} \cdot x_i x_j
\]

where \( b_{c_l[i,j]} \) is the bucket coefficient of the \( l \) hash function, for the interaction between features \( i \) and \( j \).

Another approach to circumvent the non-linearity of the dot product between interaction coefficients in the original algorithm is to keep one of the vectors fixed and solve for the other. In this case, we keep alternating between vectors at each iteration of the optimization process, so that another one becomes an unknown variable and the previous one is inserted to the set of known predicates. The process is repeated until the LP is solved for every vector. Below we present the implementation of the first method, which uses hashing. Currently SolverBlox does not support dynamic modification of solver variables, so the method that alternates between vectors would be inefficient.

Building on our previous example for product demand, let’s say that we want to add an interaction between a SKU and a month. This is a useful interaction for seasonal products, which can sell more during summer or winter. Predicate \( \text{sku\_monthOfYear\_bucket} \) stores the number of the bucket where each combination of SKU-month has been placed (in this example we use 100 buckets). The next predicate, \( \text{sku\_monthOfYear\_interaction} \), defines that each interaction will be multiplied with the coefficient of its bucket. In case of binary features, the product between an interaction and a coefficient is equal to the value of the coefficient.

Using absolute error as the objective function, the rest of the linear program is similar to the one described for Linear Regression.

### 4.3 Clustering

The last case we present regards clustering tasks. K-means is probably the most popular clustering algorithm, but due to the euclidean norm it is difficult to rewrite it as a linear program. So, instead of finding centroids, we use another objective function, whose purpose is to minimize intra-cluster distances, i.e. distances between data points of a cluster \(^2\). By doing so, we can rewrite clustering as an integer program using the following objective function:

\[
\min \sum_{i=1}^{n} \sum_{j=i+1}^{m} x_{k,i} * x_{k,j} * d_{i,j}, \quad x \in \{0,1\}
\]

If two points belong to the same group, then the variable \( x \) for both \( i \) and \( j \) will be equal to 1 and the distance between the two data points will be added to the total cost of the group. On the other hand if two points are in different clusters, at least one of the two \( x \) variables will be zero and the distance will not be added to the total cost. This objective function is still non linear, as we have introduced a product between two unknown variables, i.e. \( x \) variables. We can observe that the result of the product between \( x \) variables is the same with the one produced by the boolean AND operator. Therefore, we can replace it with a single predicate and generate the same result using constraints, as shown below.

\[
\min \sum_{i=1}^{n} \sum_{j=i+1}^{m} y_{i,j,k} * d_{i,j}, \quad y \in \{0,1\}
\]

\[
y_{i,j,k} \geq x_{i,k} + x_{j,k} - 1
\]

\[
y_{i,j,k} \leq x_{i,k}
\]

\[
y_{i,j,k} \leq x_{j,k}
\]

The implementation of this linear program in SolverBlox is as follows:

\(^2\)This approach is very similar to spectral clustering. The problem can be relaxed as an LP and it can be significantly optimized if we only use nearest neighbor distances instead of all distances
Data points are stored in the predicate \textit{INSTANCE} and the distance between them is computed based on their feature values and is stored in the predicate \textit{squared_dist}. The membership between each cluster and each data point as well as the assignment of two data points in the same cluster designate the LP variables. Apart from the constraints needed to model the clustering algorithm as an LP problem, we can also set additional constraints to specify that each data point belongs to a single cluster or that each cluster must have at least one member.

5 Experiments

5.1 Regression

We first present experiments with the Linear Regression implementation described above. The data consist of historical sales from five SKUs and are divided into training (136509 observations) and test set (9100 observations) based on two separate time periods. The quality of results is measured in terms of WAPE (Weighted Absolute Percent Error) and bias. The feature set includes similar features to the ones mentioned in section 4.1, such as the brand of the SKU or the month when a sale took place. We present results from four models, which we will describe step by step. All results are displayed in Table 1, whereas Figures 1 and 2 show the fit curve of training predictions from SKU #9 (gaps between lines correspond to periods with no sales observations).

The first model is a linear regression model with the aforementioned features (LR). We observe that WAPE for all SKUs on training data is close to 100 with the bias being negative and also close to 100. This behaviour can be explained by the nature of the data, which contain a lot of observations with zero sales, forcing the solver to push coefficients to zero. Although WAPE is minimized, minimization of bias is not considered, resulting in a useless model. The user can easily make the solver take bias into account by adding a constraint to the linear program that requires bias for every SKU aggregated over all stores and days to be equal to zero. However, the addition of the bias constraint creates a colinearity issue, which becomes evident by the inconsistencies in WAPE of test data between runs of the same linear program and the large values of coefficients. To address this issue we move on to adding \textit{L1} regularization to the model (LR-L1Reg-biasConst). Table 1 shows the improvement of WAPE and bias metrics for all SKUs, which is also shown by the fit in Figure 1b. We omit bias values on training data for this model, as they are all zero due to the constraint.

We can also replace the bias constraint with a softer one, that restricts SKU bias between two parameters, whose sum of values is added as a second regularization term to the objective function (LR-L1Reg-softBiasConst-predConst). Softer constraints allow the user to restrict more variables of the problem, such as defining that sales predictions must be greater or equal to zero by adding the appropriate constraint. These modifications help the model even further as WAPE for two of the SKUs is reduced, whereas bias on test data is highly improved for all SKUs as displayed in section “LR-L1Reg-softBiasConst-predConst” of Table 1. By adding some interactions between features, we can create a Factorization Machines model (FM-L1Reg-softBiasConst-predConst). Results show that interactions between SKU and date features, as well as SKU and promotion features have a positive effect. In general data science is all about adding more features (interactions) and at the same time guiding the solver with constraints to solutions that make sense. For example we can also add a bias constraint per store aggregated over all SKUs and days, which is usually a client demand. It is well known that in machine learning there are several models that can minimize the objective but not all of them generalize well, or are interpretable. Adding more constraints leads to better models.

Aggregated forecasting

In many problems users are interested in forecasts at an aggregated level. For example retailers many times prefer to monitor the total sales of a family of products at every store per day, including sales from every SKU of that family. In-
Table 1: Regression experiments on 5 SKUs (ids: 8, 3, 9, 6, 26)

<table>
<thead>
<tr>
<th>Model</th>
<th>SKU id</th>
<th>8</th>
<th>3</th>
<th>9</th>
<th>6</th>
<th>26</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>BIAS on test</td>
<td>-99.99</td>
<td>-80.68</td>
<td>-88.16</td>
<td>-84.45</td>
<td>-99.99</td>
</tr>
<tr>
<td>LR-L1Reg-biasConst</td>
<td>WAPE on training</td>
<td>95.7</td>
<td>67.73</td>
<td>36.26</td>
<td>62.77</td>
<td>102.6</td>
</tr>
<tr>
<td></td>
<td>WAPE on test</td>
<td>67.07</td>
<td>111.26</td>
<td>49.78</td>
<td>106.9</td>
<td>86.46</td>
</tr>
<tr>
<td></td>
<td>BIAS on test</td>
<td>-36.54</td>
<td>90.33</td>
<td>-1.6</td>
<td>68.68</td>
<td>3.47</td>
</tr>
<tr>
<td>LR-L1Reg-softBiasConst-predConst</td>
<td>WAPE on training</td>
<td>98.07</td>
<td>63.74</td>
<td>34.44</td>
<td>59.99</td>
<td>104.8</td>
</tr>
<tr>
<td></td>
<td>BIAS on training</td>
<td>-1.96</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>WAPE on test</td>
<td>71.56</td>
<td>75.33</td>
<td>50.89</td>
<td>73.29</td>
<td>87.15</td>
</tr>
<tr>
<td></td>
<td>BIAS on test</td>
<td>-36.92</td>
<td>5.99</td>
<td>-0.5</td>
<td>0.97</td>
<td>6.13</td>
</tr>
<tr>
<td>FM-L1Reg-softBiasConst-predConst</td>
<td>WAPE on training</td>
<td>94.09</td>
<td>62.35</td>
<td>31.28</td>
<td>58.71</td>
<td>99.07</td>
</tr>
<tr>
<td></td>
<td>BIAS on training</td>
<td>-2.75</td>
<td>0.01</td>
<td>0.004</td>
<td>0.007</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>WAPE on test</td>
<td>70.77</td>
<td>71.02</td>
<td>47.18</td>
<td>70.07</td>
<td>80.82</td>
</tr>
<tr>
<td></td>
<td>BIAS on test</td>
<td>-36.74</td>
<td>8.03</td>
<td>-0.04</td>
<td>3.44</td>
<td>6.21</td>
</tr>
</tbody>
</table>

5.2 Clustering

In this section we present an experiment with the SolverBlox clustering implementation. We use a dataset of 300 2-dimensional data points, which have been generated by three Gaussian distributions. The result of the clustering is displayed in Figure 3b. We can observe that points which have been generated by the same Gaussian distribution are also assigned to the same cluster. Since the membership of a point to a cluster is a binary variable, this is a Mixed Integer Programming problem. Using a LP relaxation to make this problem easier, results in membership values being equal to 0.5 for the majority of the points. As a result, these values do not help us determine where to assign each data point by rounding.

5.3 Time Performance

Finally, we present an experiment between SolverBlox and RELOOP [Mladenov et al., 2016] that compares the time needed for grounding in both frameworks. We used a publicly available dataset that predicts the age of an abalone from physical measurements \(^1\). The dataset contains 4177 observations, but we replicated those in order to create larger datasets of 2, 5 and 10 times the original size. For RELOOP we used the Block Grounder. Figure 3c shows the time needed for both systems to generate the grounding extension of the linear program. We observe that in SolverBlox grounding time increases much slower than in RELOOP.

6 Discussion

In this paper we demonstrated the value of blending machine learning algorithms and relational databases in order to accelerate and improve data science tasks. Although the experiments presented in this paper were done on small scale datasets, we have applied them to larger datasets (millions of records and tenths of attributes) from major retailers. Despite the fact that most of the grounding is happening inside the database, it is possible that the LP matrices fed to the solver can be very big. This is something that Kersting et al [Kersting et al., 2017] has also addressed with specialized lifting techniques. This technique compresses the LP generated matrix. Recent advances in the database technology [Abo Khamis et al., 2016] have indicated that it is possible to exploit functional dependencies between features and accelerate grounding and significantly compress the LP matrix.

Another important aspect of integrating optimization in a declarative database is extending to higher order convex programming, like Quadratic and Semidefinite programming. Integration of higher order solvers can extend the expressivity of machine learning algorithms but it is not trivial.

\(^1\)https://archive.ics.uci.edu/ml/datasets/abalone
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